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Modified Ångström exponent for the characterization of
submicrometer aerosols

Norm T. O’Neill, Oleg Dubovik, and Tom F. Eck

The classical Ångström exponent is an operationally robust optical parameter that contains size infor-
mation on all optically active aerosols in the field of view of a sunphotometer. Assuming that the optical
effects of a typical ~radius! size distribution can be approximated by separate submicrometer and
supermicrometer components, we show that one can exploit the spectral curvature information in the
measured optical depth to permit a direct estimation of a fine-mode ~submicrometer! Ångström exponent
~af ! as well as the optical fraction of fine-mode particles ~h!. Simple expressions that enable the
estimation of these parameters are presented and tested by use of simulations and measurements.
© 2001 Optical Society of America
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1. Introduction

Users of sunphotometry data understand and exploit
the fact that the Ångström exponent1 contains a mix-
ture of information on intensive aerosol properties
~size and refractive index! and extensive aerosol

roperties ~vertically integrated number density or
bundance! from both the fine ~submicrometer radi-

us! and course ~supermicrometer radius! modes of the
size distribution. Given the simplicity and robust-
ness of this parameter it is of some relevance to as-
certain whether a purely fine-mode analog of the
Ångström exponent can be extracted directly from
measured optical depth spectra. If one recognizes
that much of the spectral behavior of the total Ång-
ström exponent is induced by extensive particle num-
ber variations of the two fundamental modes,2 then it
is reasonable to expect that spectral curvature anal-

When this research was performed, all the authors were with the
NASA Goddard Space Flight Center, Greenbelt, Maryland 20771.
N. T. O’Neill was on leave from the Centre d’Applications et de
Recherches en Teledetection, Université de Sherbrooke, 2500 Bou-
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ysis will yield intensive information on the fine-mode
Ångström exponent.

This type of approach is useful when one wants to
compare large or disparate data sets of spectral op-
tical depth for bulk fine particle size distribution in-
formation without going through detailed particle
size distribution inversions. It also has the advan-
tage of eliminating the dependence of the size distri-
bution parameterization on intermediate parameters
of the inversion ~such as smoothing constraints or
choice and nature of the inversion parameters! and,
n general, of reducing the complexity of the process-
ng chain and the reproducibility of data archives for
nformation that is fundamentally optical in nature.
n example of a practical application would be the
ystematic comparison of fine-mode size information
or small to intermediate optical depths; whereas at
arge optical depths the accumulation mode is typi-
ally dominant for smoke or urban aerosols,3,4 one

cannot be sure for small to intermediate optical
depths just what fraction of the variation in the Ång-
ström exponent is due to particle number influence
and what fraction is due to actual changes in the
average size of the accumulation mode.

A fine-mode Ångström exponent itself is a useful
indicator of particle type ~size and refractive index!,
ut also is strongly related to measures of average
ne-mode particle radius.5,6 The extraction of this

exponent thus leads directly to robust estimates of
average fine-mode particle size that often represent
the extent of actual size information required by us-
ers of optical data. In this paper we focus on the
methodology for the extraction of the fine-mode Ång-
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ström exponent rather than the physical interpreta-
tion of a derived average particle size.

So that the mathematical foundation for the esti-
mation of the fine-mode Ångström exponent be rig-
orous, it is necessary to work with a monochromatic
Ångström exponent rather than the classical multi-
wavelength Ångström exponent. The latter is de-
fined, for a given spectral range of aerosol optical
depth data, by a linear regression of optical depth
versus wavelength ~linear in log–log space!.1 The
mathematical development for monochromatic Ång-
ström exponents was dealt with in a previous paper
in which we employed a third-order spectral polyno-
mial regression over the visible and near-infrared
spectral range to permit the computation of first- and
second-order spectral derivatives at any wavelength.2
The monochromatic Ångström exponent at a partic-
ular wavelength l can be defined rigorously as

a~l! 5 2
d ln ta~l!

d ln l
, (1)

here ta~l! is the total aerosol optical depth. Given
that ta~l! is the sum of fine- and coarse-mode optical
depths, this expression can in turn be written as a
weighted function of fine- and coarse-mode terms2,5,6:

a~l! 5
af~l!tf~l! 1 ac~l!tc~l!

ta~l!

5 af~l!h~l! 1 ac~l!@1 2 h~l!#, (2)

where af ~l! and tf ~l! are the fine-mode Ångström
xponent and optical depth, ac~l! and tc~l! are the

coarse-mode Ångström exponent and optical depth,
and h~l! 5 tf ~l!yta~l!. If the local atmosphere goes
through an influx or outflux of particles of the same
type ~abundance or particle number change!, then
nly h~l! varies.
Differentiating Eq. ~2! yields the spectral deriva-

ive2

a9~l! 5 af9~l!h~l! 1 ac9~l!@1 2 h~l!#

2 h~l!@1 2 h~l!#@af~l! 2 ac~l!#2. (3)

We emphasize that these are exact differential equa-
tions at a particular wavelength and that there is no
need or indeed desire to assume spectral constancy in
the Ångström exponents. Rather they are to be
iewed as instantaneous derivatives at a particular
avelength and interpreted in terms of their tangen-

ial equivalence to the classical Ångström exponent
and its associated Junge-type size distribution.7

Our purpose in this paper is to demonstrate that
monochromatic values of af ~l! can be extracted di-
rectly from measurements of the first- and second-
order spectral derivatives of aerosol optical depth
@a~l! and a9~l!#. Furthermore, a by-product of the
extraction algorithm is that the optical fraction of
fine-mode particles in the atmospheric column @h~l!#
can be estimated.

When we use a vector space analogy ~and drop the
explicit wavelength dependence!, the operation of ex-
tracting a fine-mode Ångström exponent is not unlike
an axis rotation to extract one of the basis vectors ~af
and ac! where these basis vectors generate the ~vector
space of ! Ångström exponents ~a!. The members of
this vector space are generated when fractional opti-
cal depth multipliers @h and ~1 2 h!# are applied to the
basis vectors. These multipliers, in the case of fixed
particle types, are largely dependent on the extensive
property of abundance or particle number.

2. Simple Expressions for the Estimation of af and h

By combining Eqs. ~2! and ~3! one arrives at a simple
symmetric relationship between the measured ~total!
spectral derivatives and the constituent ~modal! spec-
ral derivatives at a given wavelength l:

t 5 ~a 2 ac! 2
~a9 2 ac9!

~a 2 ac!
5 ~af 2 ac! 2

~af9 2 ac9!

~af 2 ac!
,

(4)

here t can be viewed as a transformation of mea-
sured parameters ~a and a9!, which is invariant in the
presence of abundance-induced changes in these pa-
rameters ~i.e., in the presence of changes in tf or tc
caused by particle number variations of either com-
ponent!. Solving for the term in af yields the qua-
dratic:

~af 2 ac! 5
1
2

$t 1 @t2 1 4~af9 2 ac9!#
1y2% (5)

where the plus sign in front of the radical is required
to ensure that the right side reduces to af if the
coarse-mode optical depth tends toward zero. Hav-
ing solved for ~af 2 ac!, we can then evaluate the
ptical ratio h using Eq. ~2!:

h 5
~a 2 ac!

~af 2 ac!
. (6)

A common feature of the coarse-mode optical depth
is the lack of variation across the visible spectral
region. This can be exploited to solve for af in terms
of measurable quantities if we assume that the
coarse-mode Ångström exponent and its spectral de-
rivative are zero or close to zero. In fact the values
employed in our algorithm ~l 5 500-nm wavelength!
were ac 5 20.15 and ac9 5 0.0. These values are
close to the measured mean for the ensemble of
coarse-mode distributions presented in Subsection
4.C. Independent Mie calculations for a sampling of
model coarse-mode distributions yielded values of ac
that varied from 20.02 to 20.12 and values of ac9
etween 20.04 and 20.08 ~Table 1!. Although the
lgorithmic value of ac was slightly less than these

modeled results, we simply ascribe the difference to
an uncertainty of approximately Dac 5 0.15.

The term involving af9 is of course not known, but
it can be constrained; a sampling of log-normal size
distributions11 for sg between 0.4 and 0.6 @or exp~sg!
between 1.5 and 1.8#; geometric mean radius rg be-
tween 0.05 and 0.4; and refractive indices of 1.5–
20 May 2001 y Vol. 40, No. 15 y APPLIED OPTICS 2369
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Table 1. Coarse-Mode Spectral Derivatives for Different Models at l 5 500 nm

2

0.0035i, 1.43–0.0035i, and 1.33–0i yielded the
following approximate relationship at l 5 500 nm:

af9 5 aaf
2 1 baf 1 c, (7)

here a 5 20.22, b 5 0.43, and c 5 1.4 and where
Daf9u , 0.5 for the points through which this rela-
tionship was fitted @note, however, that with an R2 of
approximately 0.14 the parabola of Eq. ~7! was only

arginally better than if we simply assumed a con-
tant value of approximately 1.6#. The range of in-
ut size distribution parameters used to generate Eq.
7! was chosen to represent the type of fine particle
izes found in mid-Atlantic eastern U.S. continental
onditions12 as well as to represent typical refractive

indices for conditions ranging from dry to humid.
The range of applicability of Eq. ~7! is defined more

universally in terms of a variant of van de Hulst’s
phase-shift parameter r ~Ref. 13!:

1 # r # 5, (8)

where

r 5 2kreffum 2 1u > 2~2preffyl!~mr 2 1!,

the refractive index m 5 mr 2 mii, and where the
computations were performed for l 5 0.5 mm. The

arameter reff @5 rg exp~2.5 ln2 s! for a log-normal
distribution# is the best estimate of an effective opti-
al radius in the absence of any a priori optical infor-

mation.11 For mr 5 1.43 this constraint translates
into 0.09 , reff , 0.46 mm. The upper and lower
imits of Eq. ~8! correspond to the neighborhood of the

classical extinction efficiency peak where af3 0 and
to the transition regime where absorption effects be-
gin to dominate scattering effects ~af 3 1!.

Applying Eq. ~7! to Eq. ~5! yields

af 5
1

2~1 2 a!
$~t 1 b*! 1 @~t 1 b*!2

1 4c*~1 2 a!#1y2% 1 ac, (9)

where b* 5 b 1 2ac and c* 5 c 2 ac9 1 ~b 1 aac!ac.
The phase-shift parameter constraint of Eq. ~8!

when applied to biomass-burning aerosols yielded an
af9 versus af dependency that could be modeled ade-
quately by the same parameterization as above ex-
cept that the constant of Eq. ~7! is c 5 1.1 rather than
1.4 ~R2 5 0.25 for the residual fit!. In this case the
aerosols were modeled as concentric shells with a soot
core of a refractive index of 1.8–0.6i enclosed in a

Mode rN ~mm! s reff ~mm!

WCPa 0.5 2.5 4.08
Soilb 0.43 2.2 2.04
Fogc

aClose to dustlike parameters.8
bCase of low dust loading.9
cRange for advection and radiance fogs in Ref. 10.
dNyA, not applicable.
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shell of a refractive index of 1.5–0i.3 Log-normal
distributions, with the same range of sg and rg values
as defined above, were used again. The volume frac-
tion of the soot core was allowed to vary between 6
and 12%.

Figure 1 shows af versus a for a set of fixed contour
curves in h and a9 at the nominal wavelength of 500

m. Our interpretation of Fig. 1 is that it represents
he value of af that is required to achieve given values

of a and a9 for which the variability in a and a9 is
controlled by a ratio of optical depths ~i.e., by h!.

he separate curves in Fig. 1, which were plotted
ith either Eq. ~2! for the solid ~h 5 constant! coor-

dinates or Eq. ~9! for the dashed ~a9 5 constant! co-
ordinates, are purely algebraic in nature and do not
account for any physical constraints such that h must
e less than unity and that af cannot be more than

approximately 2.5. Instrumental errors and depar-
tures of actual atmospheric conditions from any mod-
eling hypotheses embedded in Eqs. ~1!–~9! can of
ourse induce retrieved values of af or h that are
hysically inconsistent. The behavior about the h 5

line underscores the fundamental algorithmic
echanism of Eq. ~5!; when we set aside the small

ontribution of the coarse-mode Ångström parame-
ers, this line represents a pivotal condition where a9

af9 and a 5 af. The physically valid region above
h 5 1 in Fig. 1 is characterized by h , 1, a9 , af9, and
a , af @these inequalities are better understood when
ne refers to Eqs. ~2! and ~5!#.
Figure 2 illustrates total ~absolute and relative!

error magnitude simulations derived from Eq. ~9! for

Refractive Index ac ac9

1.5–0i 20.085 20.042
1.525–0.005i 20.12 20.086

20.02 to20.06 NyAd

Fig. 1. Algorithmic behavior of Eq. ~9! at a wavelength of 500 nm.
Constant curves of a9 and h are superimposed.
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the range of parameterizations illustrated in Fig. 1.
We computed the total errors assuming partially in-
coherent, component errors, namely,

Daf
2 5 S ]af

]a9
Da9 1

]af

]a
DaD2

1 S ]af

]af9
Daf9D2

1 S ]af

]ac9
Dac9D2

1 S]af

]ac
DacD2

, (10)

Dh2 5 S ]h

]a9
Da9 1

]h

]a
DaD2

1 S ]h

]af9
Daf9D2

1 S ]h

]ac9
Dac9D2

1 S ]h

]ac
DacD2

, (11)

where the rms component errors were taken as

~Da, Da9, Daf9, Dac, Dac9!

5 ~0.35, 2*Da, 0.5, 0.15, 2*Dac!.

he coherence of the a and a9 errors seems reason-
ble given that their derivation from measured ta

spectra is not independent and given the considerable
empirical evidence from the processing of various
data sets ~in terms of the coherence of residuals about
a mean!. It must be noted, however, that the con-
stant of proportionality between a9 and a residuals is
quite variable and has been observed to vary from 0
to 3. In addition, the correlation coefficient is not
always significant ~in particular at small ta!. It is
herefore clear that the error computations of Fig. 2
re fairly approximate.
The curves in Fig. 2 do indicate that a must be

greater than approximately 1.0 to achieve minimally
acceptable errors ~Daf ; 0.5 or less in a measurable
ange of approximately 1.0–2.5!. The total errors

are typically dominated by the error in a9, which, in
spite of polynomial smoothing, is quite sensitive to
any high-frequency structure in ta spectra ~both Da
nd Da9 are approximately proportional to Dtayta!.2

We note that the error in af that is due to the com-
ponent uncertainty in af9 was ;0.2 or smaller for the

Fig. 2. Simulated total errors in ~a! Daf, ~b! Dafyaf, ~c! Dh, and ~d!
Dhyh for the range of conditions illustrated in Fig. 1 and assumed
errors in Da, Da9, Daf9, Dac, and Dac9 ~see text for details!.
range of cases defined in the discussions associated
with Eq. ~7!.

In practice ~because we can estimate Daf and Dh for
n individual measurement! we apply an error-
ependent weighting scheme to the individual mem-
ers of a measured set of ta spectra, and in doing so

we can achieve standard deviations that are similar
to the errors illustrated in Fig. 2. In any case,
whether one employs our simple algorithm for ex-
tracting af or a more sophisticated particle size in-
version scheme to interpret ta spectra, the key to the
level of confidence in the retrieved results is a9; if the
rror associated with this parameter is too large, then
ignificant higher-order spectral variation is partially
r even totally obscured and the spectral information
ontent is not much better than the classical ~con-
tant a! case.

3. Validation by Simulations

Figure 3 shows af and h computations applied to
optical depths computed for typical coarse-mode sta-
tistics and a modeled accumulation mode whose
effective radius gradually increases from approxi-
mately 0.1 to 0.2 mm as a function of aerosol optical

epth ~from Ref. 2 by use of a model that is similar to
ef. 12!. The mean and standard deviation statis-

ics of tc shown in Table 2 were employed to generate
three curves corresponding to minimum, mean, and
upper-limit coarse-mode variations whereas tf was
allowed to increase progressively.

We obtained the solid red curves and the accompa-
nying dashed red curves of Figs. 3~a! and 3~b! using
Eq. ~9! and ~6! at a wavelength of 500 nm. These
urves correspond to the three extremes of tc @the
ashed curves are barely perceptible in Fig. 3~a!#.
he blue curves in Figs. 3~a! and 3~b! correspond to

he true ~input! values of af and h, respectively, for
he three extremes of tc. The differences between

the true values and the estimated values of af and h
are due to the errors in the approximation of af9 given
by Eq. ~7! and small deviations from the exact values
of ac and ac9. The lower set of solid and dashed
curves in Fig. 3~a! correspond to the value of a at 500
nm and are included to show the relative importance
of the af transformation and how the transformation
eliminates Ångström exponent differences that are
due to ~abundance-induced! variations in h.

It is clear that the transformation from a to af in
Fig. 3~a! significantly reduces the influence of abun-

ance or particle number and enables one to obtain a
arameter that is largely dependent on average par-
icle size of the fine mode. Also, one can observe
Fig. 3~b!# that realistic estimates of h are obtained
rom the estimates of af @Eq. ~6!#.

It is critical to emphasize that the processing re-
quired to extract these parameters, not unlike the
smoothing that occurs for the classical multiband
Ångström exponent, must be carried out on optical
depth spectra that have been regressed by a second-
or third-order polynomial. This polynomial fitting
procedure is necessary to ~i! obtain a nonzero value
or a9 and ~ii! reduce noise effects in a and a9. The
20 May 2001 y Vol. 40, No. 15 y APPLIED OPTICS 2371
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polynomial fits also permit a convenient and stan-
dard definition of a nominal monochromatic wave-
length such as the 500-nm wavelength used
throughout this paper. It must also be noted that,
for Nl wavelength bands, the order of the polynomial
should probably not exceed Nl 2 2 where Nl $ 4.

or example, a third-order fit to a four-wavelength
ptical depth spectra is typically more sensitive to
pectral variations because such a fit amounts to a
ero residual polynomial through all four error-prone
oints rather than a smoothing regression.

4. Application to Measured Data

In this section we present sample computations of af
and h using data acquired by CIMEL sunphotom-
eters of the Aerosol Robotic Network ~AERO-
NET!.14,15 The CIMEL instruments ~specifically
reference units 37 and 101, which were calibrated at
Mauna Loa Observatory! collect aerosol optical depth
data across seven channels ~340, 380, 440, 500, 670,
870, and 1020 nm! and sky radiance measurements

Fig. 3. Simulations of ~a! a and af versus ta and ~b! h versus ta at th
of af and h from the fine-mode extraction algorithm @Eqs. ~9! and
hese parameters. The lower curves in ~a! show the correspondin
able 2.

Table 2. Course-Mode Optical Depth Extrem

^log10~tx!& 1 SDb 10log10

tc 21.80 6 0.30 0.0

aThese statistics were calculated from 930 particle size distribu
bSD, standard deviation.
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in the solar almucantar across four spectral channels
~440, 670, 870, and 1020 nm!. These latter measure-

ents are used, along with associated optical depth
easurements at the same four channels, to perform

nversions for particle size distribution and refractive
ndex.16 It should be noted that the seven-channel

optical depth measurements and the four-channel
sky radiance and optical depth ~inversion! measure-
ments define two physically different data sets.
Also, for reasons that are mostly related to the diffi-
culties in the calibration of the 340-nm channel, we
excluded this channel from the former data set. The
resulting six-channel optical depth spectra were fit-
ted to a third-order polynomial @ln ta 5 P~3! ~ln l!#
from which a and a9 were computed at the standard
wavelength of 500 nm.

A. Temporal Estimates of af

Figure 4 shows the temporal variation of the key
optical parameters associated with the fine-mode ex-
traction algorithm for cloud-screened optical depth

ndard wavelength of 500 nm. The red curves represent estimates
espectively# and the blue curves are the true simulation values of
riations in a for the means and standard deviations of tc given in

d in the Simulation ~Interpolated to 500 nm!a

D 10log10~tx! 10log10~tx!1SD

0.016 0.032

inversions.2
e sta
~6!, r
g va
~tx!2S

08
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data acquired at the Goddard Space Flight Center in
Greenbelt, Maryland, during the whole of 1998.2,17

In these graphs the input and output parameters to
the af and h extraction algorithms appear as black
nd red curves, respectively. The temporal varia-
ion of ta in Fig. 4~a! shows typical seasonal behavior

characterized by greater turbidities in the spring to
autumn period. The values of tf computed from Eq.
~6! are in general of the order of or less than ta ~i.e.,

2 ac , af 2 ac!. Figure 4~b! shows the variation in
a and the estimated value of af derived from Eq. ~9!.

he two parameters are similar in magnitude during
he summer season when the optical depth is larger
r when one would expect that the fine-mode particle
ize distribution is dominant. During the rest of the
ear, when aerosol optical depths are smaller and
ess dominated by the fine-mode size distribution, af

is typically greater than a. It is worth noting that
the size evolution of the accumulation mode as a
function of optical depth alluded to in Section 3 is
effectively magnified by the increase in af ~associated
with a real decrease in the effective radius of the
accumulation mode! during the winter and spring
months.

In Fig. 4~c!, a9 is typically less than the nominal
value of af9 ~which is in the neighborhood of 1.2! from
approximately day 1 to day 150 ~and less evidently
from approximately day 275 to day 365! so that a is
generally less than af. During the summer months
a9 is of the order of the nominal value of af9 ~around
.5 or slightly larger!, and the curves of af and tf are

roughly superimposed on the a and ta curves, respec-
tively. Values of af that are slightly less than a also

Fig. 4. Temporal variation of key parameters associated with af

and h estimation as a function of Julian Day for optical depth
spectra acquired during 1998 at the NASA Goddard Space Flight
Center AERONET site in Greenbelt, Maryland. The data were
filtered such that all points outside of the range 21.1 , a9 , 2 are
excluded ~4429 data points remained from the original 5050 spec-
tra!. l 5 500 nm.
occur during this season. Although it is true that a9
cannot be greater than the true value of af9 @see Eq.
~3!#, it can certainly be greater than the nominal
value of af9 given by Eq. ~7!.

The data of Fig. 4, in addition to being effectively
ltered by a third-order spectral polynomial, were
urther constrained by the condition 21.1 , a9 , 2 at
00 nm. This type of data screening reduced the
ariance in the computed value of af without signif-
cantly changing average trends. The upper-limit
onstraint on a9 corresponds to the condition that a9

af9 for h , 1 whereas the lower limit was computed
from the extreme values of af and af9 that were em-

loyed to determine Eq. ~7! ~from Ref. 2 by use of
9min!. Values of a9 outside these bounds represent

spectral artifacts that could include residual inter-
band calibration errors at small optical depths, spec-
trally dependent nonlinearities at low signal levels,
and effects of small amounts of gaseous absorption
not accounted for in the computed aerosol optical
depths ~such as NO2 at 380–500 nm and H2O at 1020
nm!.

B. Application to Thin-Cloud Data

Figure 5 illustrates the physical consistency of the af
extraction algorithm for a sampling of ~thin! cloud-
contaminated optical depth data acquired on 12 Au-
gust 1998 at Egbert, Ontario, Canada. Our criteria
for labeling a given set of points as thin cloud were a
combination of intermediate to large optical depth
accompanied by relatively small values of a and a
temporal behavior that typically showed an inverse
variation between the two parameters ~behavior that
is evident in Fig. 5!. Thin cloud effectively repre-
sents a coarse mode that satisfies the conditions set
forth when we derived Eq. ~5! and thus is an oppor-
tune means of testing the concept that extensive vari-
ations of abundance ~optical depth! are the cause of
variations in a. A verification of the robustness of
the algorithm is clearly whether the large changes in

Fig. 5. Thin-cloud-contaminated optical depth as a function of
time for CIMEL data acquired at Egbert, Ontario, and the variance
reduction brought about by the transformation of Eqs. ~9! and ~6!.
The figure arrangement and color schemes are the same as in Fig.
4 ~12.5fGreenwich Mean Time noon on 12 August 1998!. These
data were not cloud screened and no a9 filter was applied. l 5 500
nm.
20 May 2001 y Vol. 40, No. 15 y APPLIED OPTICS 2373
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a that can be seen in the middle graph of Fig. 5 would
be effectively filtered out by the af transformation.
One can observe that this is largely the case and that
the strong temporal correlation between a and a9 is
the driving mechanism for this filtering. This type
of variance reduction in transforming from ta and a to
tf and af seems to be a fairly typical occurrence for
conditions determined to represent thin cloud.

C. Comparisons with Size Distribution Inversions

Figure 6 is a comparison of h and af estimates by use
of Eqs. ~9! and ~6! on a sample profile of six-channel
data with computations of h and af for size distribu-
tion inversions from nearly synchronous almucantar
and ~four-channel! optical depth data.16 In the lat-
er case we extracted the fine-mode size distribution
rom the inversions by assuming a partitioning of the
olume size distribution across a radius of 0.6 mm.
e then computed true fine-mode optical parameters

tf and af ! by using the Mie kernels employed in the
inversion to return to the optical domain.

The comparison between the estimated values of h
and af and the values derived from particle size dis-
tribution inversions for the seven samples of Fig. 6
yield reasonable results with rms differences of ap-
proximately 0.10 in h and 0.31 in af ~note, for exam-
ple, that the differences in the af estimates are less
than the change from the a curve to the af curve!.

e estimated the error bars shown on the h and af
estimates ~average magnitudes of 0.11 and 0.34, re-
pectively! based on Eqs. ~10! and ~11! ~note that the
elatively small errors associated with af9, ac, and ac9
ere ignored!. The fundamental Dta errors were

taken as a quadrature sum of the polynomial fitting

Fig. 6. ~a! Comparison of h estimates by use of Eq. ~6! on a sample
emporal profile of six-channel data ~filled circles! and computa-
ions of h for size distribution inversions from nearly synchronous
lmucantar and ~four-channel! optical depth data ~open circles!; ~b!

comparison of af by use of Eq. ~9! with inversion estimates of af.
5 500 nm along with the original ~measured! and inversion

alues of a. The label inversion refers to the process of extracting
size distribution and refractive index,13 partitioning the size

distribution at 0.6 mm, and then returning to the optical domain to
calculate af and h.
374 APPLIED OPTICS y Vol. 40, No. 15 y 20 May 2001
residuals and the estimated instrumental error
~;0.01 in optical depth! at 500 nm. The larger er-
rors for the second and third points of the temporal
series are associated with relatively small aerosol
optical depth ~ta ranges from approximately 0.08 to
0.30!. The error bars obtained for the inversion-
based estimates of h and af ~not shown in Fig. 6! are
stimated to be of similar magnitude.
The actual inversion size distributions for the tem-

oral sample of Fig. 6 are shown in Fig. 7. It is
mportant to observe that the coarse-mode size dis-
ribution can be quite variable in form and even ap-
ears as a bimodal distribution in some cases.
owever, the only practical coarse-mode constraint

equired in the application of Eqs. ~9! and ~6! is that
c and ac9 be small ~approximately invariant to be

specific!. In point of fact the 930 inversions that
contributed to the statistics of Table 2 yielded a mean
value of ac 5 20.16 6 0.03 at 500 nm ~estimates of ac9
were small as expected from Mie theory, but were too
statistically variable to warrant any action other
than the convenient assumption of zero!.

It is noted that a final small adjustment downward
of the a and af values computed from the inversion
had to be performed because these estimates could
return small systematic differences in a ~and by in-
ference af ! relative to the original four-channel mea-
surements. The particle size distribution inversions
are constrained to produce small errors in almucan-
tar radiance and ta; small but systematic spectral
errors in a can survive this process, and accordingly
t was necessary to adjust the inversion results such
hat this artifact was eliminated from the four-
hannel data.

5. Conclusions

A simple procedure is presented for the extraction of
an Ångström exponent and the optical fraction of the
fine-mode portion of the particle size distribution
without a prohibitive increase in the complexity of

Fig. 7. Actual size distributions used to compute the inversion
profiles of Fig. 6. The division into fine and coarse modes was set
at a 0.6-mm radius. This division permitted the computation of
fine- and coarse-mode optical depths and thus validation data for
the fine-mode extraction algorithms.
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distribution radii from spectral and angular slope ~Angstrom!
optical processing ~relative to the level of processing
required to extract a value of the classical Ångström
parameter!. In the case of the Ångström exponent
his procedure permits a decoupling of intensive fine-
ode information ~size and refractive index! from the

extensive variations associated with the influence of
relative modal abundance on the traditional Ång-
ström exponent.

Computations over a year’s worth of six-channel
aerosol optical depth data show that the predictions
of the extraction procedure are physically coherent
with values of af, are systematically larger than a
during the winter months, and are of the same order
of magnitude during the summer months. A good
test of the physical coherency of the af and h estima-
tion algorithm was to show that stable values of af
and tf could be extracted from variable a and a9 data
hat were thought to be associated with thin cloud.
inally, values of af estimated from six-channel data

were found to be comparable to a sampling of values
computed from particle size distribution inversions
derived from sky radiance and optical depth data.
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